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Abstract 

Using monthly Thai data from 2003-2020, we examine the determinants of the future 

distribution of inflation. We evaluate how different risk factors predict 1-year-ahead 

future distributions of CPI inflation and its components; namely core inflation, food-

price inflation, and energy-price inflation. Risk factors come from 5 different groups 

of variables: inflation expectations, domestic economic activity, global economic 

activity, financial conditions, and component-specific factors. We obtain points on the 

future distributions of inflation through quantile regressions and fitting those points 

with skewed-t distributions. Our focus is on the outlook in the tails of the distribution, 

which recent literature call ‘inflation-at-risk.’ We find, as expected, that the whole 

inflation distribution has shifted lower, and thus the probability of negative inflation 

has increased markedly, in recent years. There seems to be a clear structural break 

after 2015 that affects both the distribution of inflation and its determinants. This 

structural break makes it challenging to make out-of-sample forecasts, thus, we focus 

on in-sample evaluation and explanation. For risk factors, we observe that the 

tightening of financial conditions and the decreasing world production are prominent 

sources of downside risks to inflation. Inflation expectations also play a smaller role 

in the lower quantiles, signaling its inability to anchor actual inflation during 

disinflationary periods. Finally, high global and domestic economic activity can be 

effective in decreasing downside risks in the lower tail, providing policy makers a 

way to counter these risks by stimulating the economy. 
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1. Introduction  

Taking into account many different scenarios and evaluating the entire future 

distribution of the variable of interest is key to risk management. In a world with high 

risks and uncertainties, a risk management approach to decision-making is becoming 

essential. Price stability or inflation is a key macroeconomic variable that policy-

makers should monitor; its future distribution something to be approximated and used 

in making decisions. This is especially relevant for a central bank with an inflation 

targeting framework like the Bank of Thailand. With the recent episodes of low 

inflation, the downside risk in the left tail of the distribution, referred to as ‘inflation-

at-risk’ by some, is a key indicator to track and study. 

There have been two previous studies on ‘inflation-at-risk’ using similar 

methodologies by López-Salido & Loria (2020) and Banerjee, Contreras, Mehrotra, & 

Zampolli (2020). These studies are either carried out using very long samples from 

the US and Europe or are conducted using a cross-country panel data. In this paper, 

we aim to specifically study the inflation distribution and inflation risks in Thailand. 

With a shorter sample and only one country, we use monthly data, as oppose to 

quarterly data, to obtain more data points for our quantile regressions. 

The paper is organized as follows. Section 2 contains a review of literature. Section 3 

describes the data used in the models. Section 4 is the methodology section that 

contains econometrics specification, variable selection, and the steps leading to the 

creation of a future distribution. Next, we visit the topic of model robustness. Finally, 

we end with a conclusion of key findings and policy recommendations. 

 

2. Literature Review 

The literature review is divided into 2 parts: the literature on the determinants of 

inflation in general, and the literature on determinants of the future distribution of 

inflation. 
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2.1 Inflation determinants 

The empirical literature on inflation dynamics has been well developed; particularly 

over the past decade. In this section, we provide an overview of key developments on 

inflation dynamics based on recent findings. This will help us scope the variables to 

use as predictors to future inflation in Thailand. 

The strong relationship between inflation and the real economy, which had been 

prominent in the late 1960s, was found to have flattened down and became close to 

zero in many economies. In a widely cited study, Blanchard, Cerutti, & Summers 

(2015) noted that the slope of the Phillips curve in advanced economies has 

decreased, but remained roughly stable since the early 1990s and did not appear to fall 

during the financial crisis. The specific case for Thailand has also been done by 

Manopimok & Direkudomsak (2015) and Dany-Knedlik & Garcia (2018). The 

resulting estimates show that Phillips curve relationship is consistently positive but is 

declining since early 2000. 

With this declining relationship between the real economy and inflation, using solely 

output to explain inflation is no longer adequate. Mainly, there are three group of 

factors that help explain this flattening Phillips curve and can help augment our 

understanding of inflation dynamics. 

First, we look at global factors and the importance of globalization. Auer, Borio, & 

Filardo (2017) suggest that the increase in the impact of global slack on domestic 

inflation reflects international integration. The intensive use of global supply chains 

and the practices of mobilizing manufacturing to cheaper locations can reduce the 

bargaining power of domestic workers. This expansion weakens the effects of 

national resource constraints on local inflation. Also, Forbes (2019) shows that global 

economic forces have been tightly linked to domestic inflation rates. She strongly 

suggests extending inflation models with global factors such as global slack, non-fuel 

commodity prices, the exchange rate, and global price competition. These global 

factors can significantly improve the prediction ability. 

A comprehensive analysis of the Thai economy by Manopimok & Direkudomsak 

(2015) modeled the linkage between global determinants and domestic inflation 

movements in open-economy macroeconomic models. The conclusion is that with the 
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presence of global economic factors, proxied by global output gap, import prices, real 

exchange rate, oil prices, and non-fuel commodity prices, Thai inflation became 

increasingly dependent on the global output gap. However, it is important to mention 

that the empirical results of globalization’s role on inflation are ambiguous. While 

literature as mentioned earlier documented a positive impact of a global output gap on 

inflation, Mikolajun & Lodge (2016) provide evidence to the contrary, confirming 

that global economic slack has minimal effect on domestic inflation, mainly when 

using the latest data which inflation has become more stable. 

A second group of factors that helps explain inflation dynamics comprises of the 

various measures of inflation expectations.  The anchored inflation expectations 

hypothesis, suggested by Bernanke (2007) and Mishkin (2007), proposes that inflation 

did not move with economic slack due to the fact that monetary policy is very 

effective. More specifically, when prices and wages are set in line with the long-term 

inflation expectations, on condition that these expectations respond less to variations 

in economic activity, then inflation itself will become relatively more insensitive to 

demand and supply shocks. A more recent study, domestic forward-looking inflation 

expectations appear to perform well in explaining local inflation compare to other 

factors such as global inflation (Mikolajun & Lodge, 2016). Consistent with 

international experience, Manopimok & Direkudomsak (2015) suggested that 

inflation expectations became well-anchored after the Bank of Thailand adopted the 

inflation targeting framework in 2001. Albeit, Thai inflation expectations’ 

contribution to actual inflation have been lower recently, as is documented by Dany-

Knedlik & Garcia (2018). 

Financial conditions are included in the last group of factors that influences inflation 

dynamics. While many studies present that the Phillips curve relationship seemed to 

have broken down during crisis, Negro, Giannoni, & Schorfheide (2015) argue that 

the sharp decline in inflation in 2008 can be captured by adding financial frictions to a 

standard DSGE model. Similarly, Gilchrist, Schoenle, Sim, & Zakrajšek (2017) 

suggest that financial shocks are responsible for firms' price-setting behaviors. The 

main hypothesis the authors made is that the firms set prices based on their ability or 

inability to finance. To be specific, when external financing is expensive (tighter 

credit conditions), a liquidity constrained firm may need to accumulate liquid funds 

and cannot lower prices, while firms without these constraints may cut prices 
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substantially. More recently, López-Salido & Loria (2020) suggest that tight financial 

conditions, approximated by credit spreads, carry substantial downside inflation risks. 

2.2 Inflation at risk 

While the determinants of the conditional mean, which dominated past literature, is 

sufficient to produce a good representation of the inflation model, those estimates do 

not adequately represent the inflation outlook during extreme events such as the 2009 

financial crisis. Nevertheless, the concept of studying the tail risks of inflation is not 

novel. Ghysel, Iania, & Striaukas (2018) adopted the idea of inflation at risk as one of 

the risk measures to assess and monitor possible extreme inflation realizations. In 

addition, Tillmann & Wolters, 2014 used quantile regression to study inflation 

persistence across quantiles, yet, the model is based solely on past inflation. 

More recent research incorporates a complete version of inflation determinants and 

the idea of predicting the full inflation distribution (López-Salido & Loria, 2020 and 

Banerjee, Contreras, Mehrotra, & Zampolli, 2020). These studies have investigated 

the shape of the entire inflation distribution, including tail risks which are refer to as 

‘Inflation at Risk.’ They augment a Philips curve model where the future inflation 

distribution is affected by four different risk factors - domestic activity, global 

activity, financial conditions, and inflation persistence. It is worth noting that inflation 

expectations is an additional variable to López-Salido & Loria (2020)’s model. 

According to conventional wisdom, economic factors - domestic activity, global 

activity, inflation expectations, and inflation persistence have been considered as the 

major sources of variation in both studies. Additionally, López-Salido & Loria (2020) 

find that tighter financial conditions are associated with greater downside inflation 

risks. They also highlight that risk factors related to financial conditions are essential; 

the quantile regressions without financial variables can be a misleading model of 

downside inflation risk if there are significant changes in credit spreads. 

While López-Salido & Loria (2020) studied advanced countries, the United states and 

the European union, Banerjee, Contreras, Mehrotra, & Zampolli (2020) examine 

inflation distribution for a large panel of advanced and emerging market economies, 

including Thailand. The result in the role of the financial conditions is consistent with 

the previous study, tightening financial conditions increase both inflation tail risks. 
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One of the striking results of Banerjee, Contreras, Mehrotra, & Zampolli (2020) is a 

nonlinear relationship between economic factors and future inflation. They show that 

domestic slack and exchange rate in emerging markets has significantly nonlinear 

effects on future inflation; that the effects vary at different quantiles. Downside 

inflation risks increase significantly when output is weak, but the effects of domestic 

output is relatively muted when inflation is high. An exchange rate appreciation leads 

to lower inflation, but its effects are more pronounced at the higher tails. The possible 

documented explanation is that price rigidities tends to be present in normal 

conditions, but firms' steep discounting only occurs when demand is sufficiently low. 

For the effect of the exchange rate on upside risks, the explanation is that firms adjust 

price more frequently at a higher inflation rates than at low inflation. 

 

3. Data 

The main monthly dataset covers the time period between January 2003 and June 

2020. However, alternative periods are also considered for robustness checks. The 

time period for the main dataset is roughly consistent with the adoption of the 

inflation targeting framework by the Bank of Thailand, which started in May 2000. 

While the frequency of the majority of the variables are monthly, some are quarterly 

or semi-annually and their values are kept constant over those months. 

The principal focus of this paper is to look at the predictors of future inflation rates, 

thus the dependent variables in the regressions are one-year percentage changes 

in Thailand’s consumer price indices, both the overall headline inflation, as well as 

its components: core, raw food price, and energy price inflation.  

The set of potential explanatory variables includes variables that influence inflation 

rates.  We consider a wide variety of factors which can be classified into 5 groups. 

(1) Inflation expectations: in line with theory behind the expectations-augmented 

Phillips curve, inflation expectations can help anchor actual inflation as agents 

in the economy may plan for the future by making economic decisions based 

on their expectations and some of these decisions, such as wage and price 

setting, can make it self-fulfilling. With regards to measures of inflation 

expectations, we consider two alternatives: consensus inflation forecasts from 
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surveys of economists and the term structure of inflation expectations derived 

from nominal government bond yield curves
3
. 

(2) Domestic economic activities and (3) foreign factors: demand and supply 

pressures can command changes in consumer prices. Additionally, the fact that 

Thailand has become integrated in the global trading system suggests that Thai 

inflation are prone not only to the influences of domestic activities, but also to 

foreign ones. 

(4) Financial conditions: in line with López-Salido & Loria (2020), we include 

financial factors that represent risks to the economy.  

Component-specific factors: additional specific determinants can help capture key 

events and information in each disaggregation. For example, in addition to 

fundamental factors, food prices are often determined by seasonal factors such as 

weather and world agricultural prices, while global oil conditions drive local energy 

prices. 

Where applicable, most explanatory variables are seasonally adjusted and transformed 

to the previous three months’ growth rate. This is a balancing act to capture the most 

recent development without using the single data point from the latest month, which 

can be noisy. On the other hand, the policy rate, minimum lending rate (MLR), and 

financial conditions are used in the regressions as levels. The rationale being that we 

think that these variables have long memories and the levels are more indicative of the 

current conditions than recent changes. 

Table 1 shows example of used variables (the full list and description can be found in 

the Appendix) 

Factor Example Variables 

1. Inflation expectations 

1Y-ahead survey-based expectations 

5Y-ahead market based expectations from 

term structure models 

2. Domestic economic activity 

Leading Economic Index 

Coincident Economic Index 

Business Sentiment Index 

3. Foreign factors World Manufactured Product (PPI) 
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Nominal Effective Exchange Rate (NEER) 

Thai Import price 

World Trade Volume 

4. Financial condition 

Credit spreads (corporates vs Thai 

government) 

The Chicago Fed’s National Financial 

Conditions Index (NFCI) 

Policy rate 

5. Energy specific factors 

World oil supply 

Energy retail price 

Oil futures spread (4-month vs 1-month) 

   Raw food specific Factors 

World food price 

Agricultural production 

Oceanic Nino Index (ONI) 

 

4. Methodology 

This section contains three subsections. The first subsection describes the general 

form of the econometric specification use to find linkages between various variables 

and future inflation. The second subsection details the methodology use to select and 

narrow down the explanatory variables. The final subsection explains the 

methodology to map results from the quantile regressions into future conditional 

distribution. 

4.1 Methodology – Econometric specifications 

To understand the main drivers of future inflation distribution, we perform quantile 

regressions using the general form:  

𝑄̂𝜏(𝜋𝑡+12|𝑥𝑡) = 𝛼̂𝜏 + 𝛽̂𝜏𝑥𝑡 

where the dependent variable is the specific quantile 𝑄̂𝜏 of the twelve-month-ahead 

year-on-year CPI inflation, raw-food inflation, energy inflation, and core inflation. 

𝛼̂𝜏 represents the intercept at different quantiles and 𝛽̂𝜏 represents a vector of 

coefficients for the quantiles of interest, for us, these quantiles are 10th, 25th, 50th, 75th, 

90th. The 𝑥𝑡 variables on the right-hand side consist of the five groups of variables as 

specified in the Data section. Each dependent variable has a different set of 

explanatory variables; the selection methodology for each set is explained in the next 
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subsection. The estimation methods is performed using exterior point methods as 

described by Koenker & d'Orey (1987). 

4.2 Methodology – Variable selection 

We use a combination of two methods to sub-select variables to use as explanatory 

variables for each of the dependent variable. Castle, Qin, & Reed (2009) described 

and tested multiple model selection algorithms. One of the methods described is the 

stepwise AIC regression. We perform backward stepwise AIC quantile regression on 

the whole range of explanatory variables. Starting with the all the variables, we 

remove the one variable that result in the best improvement of the Akaike Information 

Criterion. We repeat this step until no further improvement can be made by removing 

a variable. 

Quantile LASSO is used as a complementary method of variable selection as 

there are some biases and shortcomings in performing the stepwise regression as 

described by Whittingham, Stephens, Bradbury, & Freckleton (2006). Varian (2014) 

reviewed recent development in econometrics that leveraged new techniques that 

accompany big data. One method that can be used to select a subset of variables is the 

LASSO regression. Least Absolute Shrinkage and Selection Operator (LASSO) is a 

regression that minimizes the following: 

∑(𝑦𝑖 − ∑ 𝑋𝑖𝑗𝛽𝑗

𝑗

)2 +

𝑖

𝜆 ∑|𝛽𝑗|

𝑗

 

where the first summation is minimizing function for ordinary least squares regression 

and the second term is the LASSO penalty function. This is type of regularization that 

places a constraint on the size of the coefficients. For a sufficiently large 𝜆, the 

coefficients of some of the variables will be exactly zero. This equation can be 

extended to accommodate quantile regressions by adding the quantile function as 

follows: 

∑ 𝜌𝜏(𝑦𝑖 − ∑ 𝑋𝑖𝑗𝛽𝑗

𝑗

) +

𝑖

𝜆 ∑|𝛽𝑗|

𝑗

 

where  𝜌𝜏 is the tilted absolute value function 𝜌𝜏(𝑥) = {
𝜏𝑥   𝑖𝑓 𝑦𝑖 > ∑ 𝑋𝑖𝑗𝛽𝑗𝑗

(𝜏 − 1)𝑥   𝑖𝑓  𝑦𝑖 ≤ ∑ 𝑋𝑖𝑗𝛽𝑗𝑗
  

and 𝜏 is the quantile of interest (𝜏=0.5 for the median)           
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The weight on the penalty function, in other words, the value of 𝜆, can be found using 

cross-validation.  

We then combine the results from both variable selection methods. By using a 

union of variables selected by the two models and removing some irrelevant and 

highly correlated variables, we arrive at the set of variables used in the main 

regressions. We observe that, for each dependent variable, the factors that result from 

stepwise AIC regression and quantile LASSO at different quantiles are not too 

different. That is, factors that play a role at the 10th percentile are also factors that also 

play a role at 50th percentile, although to a lesser (or higher) degree. Thus, for ease of 

comparison across quantiles, we only have one set of explanatory variables for each 

dependent variable. 

There is one specific thing to note regarding our methodology to select the 

explanatory variables. Typically, we start with all the variables and narrow down 

using the scheme described earlier. The variable in the component specific factors, 

however, are not always included at the start, as we eliminate some unrelated 

variables out. One example is the elimination of local agricultural prices from the 

regression predicting energy price inflation. 

4.3 Methodology – Creating a conditional distribution 

In order to generate a full distributional forecast of inflation, we need to use results 

from multiple quantile regressions. One way to do this is to perform quantile 

regressions on a large number of quantiles and map them into distributions, this is 

possible since the conditional prediction using the result of each quantile regression is 

a point on the inverse cumulative distribution function. However, due to estimation 

noise and the possibility of quantile curves crossing (the results of the 10th percentile 

conditional prediction may be lower than the 9th percentile), we follow Adrian, 

Boyarchenko, & Giannone (2019) in fitting the skewed t distribution to the five 

conditional quantile predictions. 

 

 

 



 

11 
 

5. Results 

We inspect the results for each of the components of CPI inflation; starting with core 

inflation, continuing to food price inflation, and ending with energy price inflation. In 

the last subsection, we examine the results for the aggregate headline CPI inflation.  

5.1 Results – Core Inflation 

First, we start with results for core inflation. After the variable selection phase, we are 

left with 7 explanatory variables. With high correlation within the inflation 

expectations variable, only the 10-year implied inflation expectations from the 

government yield curve are selected. We have two domestic variables including the 

leading economic index (LEI) and the change in wage rate. Two foreign variables also 

are included: world production and NEER. The lone financial variable in the 

regression is the credit spread between Thai corporates and government bonds. 

Notably, we include one component specific variable, the world food price, at the start 

of the variable selection process and it is included in the final regression specification. 

We decide to include this variable at the start as there are food components such as 

prepared food and condiments in core inflation (28% of core inflation in 2015).   

Figure 1 shows the coefficients of the quantile regression. The x-axis represents the 

quantiles, ranging from 0.1 (10th percentile) to 0.9 (90th percentile). The y-axis 

represents the value of the coefficients and the shaded area represents the 90% 

confidence bands, estimated using bootstrapping methods.  
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Figure 1: Results for core inflation  

 

Inflation expectations matters a lot in predicting future core inflation. The 

coefficients for all quantiles are positive, as expected. They point to the anchoring 

effect of inflation expectations on realized inflation. However, there is a clear 

difference amongst the quantiles as we see a positive linear trend as we move from 

lower to higher quantiles. This points to the conclusion that inflation expectations 

provide a good anchor for core inflation in the middle and higher quantiles, but 

the anchoring effect is weaker when core inflation is low. 

For domestic variables, a strong economy and increasing wages have a positive 

impact on future core inflation. Wage is straightforward, as it is a cost factor to 

production. In new Keynesian models, wage growth may persist and thus higher 

wages today can lead to a higher future inflation. LEI is a good proxy for output, and 

this result show the Phillips curve relationship for Thailand over this time period. The 

overall relationship between output and inflation seems slightly positive, however, 

they are not statistically significant at the median and the higher quantiles. This is 

consistent with the flattening of the Phillips curve, observed in many countries after 
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the 1990s (Blanchard, Cerutti, & Summers, 2015). However, the Phillips curve 

relationship is significant and positive at the lower quantiles, pointing to specific 

scenarios where output can have an effect on core inflation. These results are in line 

with Banerjee, Contreras, Mehrotra, & Zampolli (2020). 

The general results for the two foreign factors are as expected. World production 

is often correlated with demand and foreign demand can lead to higher prices; the 

mostly positive coefficients reflect this. Similar to domestic output, this result is more 

pronounced in the lower quantiles of inflation. The nominal effective exchange rate 

(NEER – a higher value translates to currency appreciation) has negative coefficients, 

reflecting lower future inflation when the currency is strong. The channel for this 

could be via lower import prices and lower demand due to a decline in price 

competitiveness. With a negative sloping line in Figure 1, this result is more 

pronounced when inflation is higher. 

Financial conditions are likely to be a drag on inflation. We see that the credit 

spread between corporates and government have negative coefficients. Credit spreads 

can be considered to be the measure of risks and uncertainty. Uncertainty can lead to 

consumers being more conservative and more likely to save rather than consume. 

The last remaining variable in the regression is world food price, which we separately 

categorize as a component-specific variable. Although we expect world food price 

and future core inflation to be positively correlated, this is only statistically significant 

at the highest quantiles. One extreme episode of high core inflation occurred in 2008, 

where food components in core inflation accounted for a 2.3 percent increase in core 

inflation. During the previous year, there was a world food crisis originating from 

world population growth and US biofuel subsidy policy. This event led to a spike in 

cost of Thai food production such as cooking oil in the seasonings component of core 

inflation. 

Next, we look at the drivers of the left tail of the inflation distribution, or ‘inflation at 

risk.’ Figure 2 shows the historical contribution of the prediction for future 10th 

percentile core inflation through time. The 10th percentile here can represent the risks 

to lower inflation, or ‘inflation-at-risk.’ There are a few things to note here. First, the 

predicted drop during the global financial crisis in 2009-2010 were driven by a drop 

in global production, an increase in credit spreads, and, to a lesser extent, a decrease 
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in local wages. Second, the NEER has almost no effect at this particular percentile as 

the coefficient is very close to zero. Finally, despite having less of an effect at the left 

tail, inflation expectations still matter; and its downward trend is contributing to a 

lower 10th percentile prediction in the past few years. 

Figure 2: Historical contribution of core inflation (10th quantile) 

 

5.2 Results – Raw food price inflation 

Next, we look at the drivers of future raw food price inflation. For these regressions, 

we use the alternative starting date of 2006 due to the fact that many of the raw food 

component-specific variables start later. Five variables remain after the variable 

selection process. Just as with core inflation, LEI is again an important factor and is 

the only domestic factor in this regression. The VIX index, a financial conditions 

indicator, also gets selected. Three component specific factors are included: world 

food price, retail oil price, and the oceanic niño index (ONI). 

Figure 3 shows the results for the quantile regressions when the dependent variable is 

raw food price inflation. LEI has a similar effect on raw food price inflation as it does 

on core inflation. The coefficient is positive and is more important at the lower 

quantiles. We are puzzled by the positive coefficient on the VIX across all quantiles. 

One possible explanation is that raw food demand might be higher as it is something 

people might hoard when uncertainty is high. In addition, investors might reallocate 

their portfolios to safer assets when uncertainty is high, moving from stocks and 
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bonds into commodities such as gold and food (see Gozgor & Kablamaci, 2014 and 

Gilber, 2010). The world food price is positively correlated with the future local raw 

food price. The pass-through of prices is expected food price components are 

commodities and prices of commodities should converge.  As with core inflation, the 

world food episode in 2007 -2008 was also responsible for domestic agricultural 

prices increase, notably rice products. Retail oil price is a cost factor in raw food 

price, thus has positive coefficients, although only significant in the middle quantiles. 

The oceanic niño index is included as a term in the regressions but all of the 

coefficients are not statistically significant. 

Figure 3: Results for raw food price inflation   

 

5.3 Results – Energy price inflation 

We examine the third piece of the CPI component: energy price inflation. Five 

variables are included in this set of regressions. Since this factor is almost entirely 

driven by foreign oil prices, none of the domestic variables appear in the regressions. 

Component specific factors dominate this set of regressions with oil spread 

(difference in 4 month-ahead futures price and 1-month-ahead futures price), world 

supply of oil (production of oil and related products), and world demand of oil (actual 

consumption as a proxy). NEER and the US’s national financial condition index 

(NFCI) are the other two variables included. 

The coefficients of the regressions can be visualized in Figure 4. It is hard to predict 

future energy price inflation. This is reflected by the fact that, even after the 

narrowing down of variables, most of the coefficients are still statistically 
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insignificant. However, a few trends can be observed. First, higher world oil supply 

has a negative effect on the lower quantiles of future inflation. This is interesting as 

this variable seems to have no prediction value at the median and higher quantiles. 

The positive effect of world oil supply to future energy price inflation is only 

observed in the lower tails. Between 2014 to 2016, oil prices were driven up by an 

oversupply caused by the productivity gains in US shale oil and the failure of OPEC 

to implement production cuts. High oil inventories depressed retail prices in the 

following years. 

Next, when the oil price futures curve is in contango, the future energy price inflation 

is predicted to be higher, although only statistically significant at the lower tails. 

Lastly, the financial conditions, here represented by NFCI, seems to have a positive 

effect on inflation in the middle quantiles.  

Figure 4: Results for energy price inflation  

 

5.4 Results – Headline inflation 

Since the aggregate CPI index is composed of the three components whose results are 

described in detailed in the preceding sections, it is no surprise to see that results for 

headline inflation are, overall, in line with the previous results. The variables in this 

regression is almost just a combination of the all the variables used in the 

components. There are ten variables: one inflation expectations, two domestic 

variables, two global variables, one financial conditions variable, and four 

component-specific variables. The full list is included in the appendix. 
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The partial results of the set of regressions for the aggregate headline inflation are 

displayed in Figure 5. Since there are a lot of variables, we only highlight some of 

them here. Driven by results from core inflation, inflation expectations play a bigger 

role in the higher quantiles of inflation. LEI and world production, on the other hand, 

are more important in the lower quantiles, suggesting that the Phillips curve 

relationship remains strong there. Higher credit spreads lead to lower inflation in the 

future, but only statistically significant at the higher quantiles for CPI. World oil 

supply brings down future inflation in the lower quantiles. Finally, current world food 

price provides a lift to future inflation in the middle quantiles. 

Figure 5: Results (partial) from headline inflation quantile regressions 

 

With the determinants of future inflation previously mentioned, we want to compare 

how the predicted full inflation distribution look over time. In Figure 6, we show the 

conditional CPI forecasts for three time periods: January 2007 (forecasted using 

January 2006) before the financial crisis, January 2015 when inflation is stable and 

low, and February 2021 for the normal period just before the large local outbreak of 

COVID-19.  

These three time periods are very different from each other. There is a leftward shift 

in the distribution of inflation over time. Our regression results point to lower 

inflation expectations as the main culprit. The forecast for 2007 happened in an 

environment of higher inflation and the inflation of the years 2005 and 2006 are both 



 

18 
 

higher than 4 percent. The distribution forecast for 2015 does contain negative 

inflation rates in the lower tail, and 2015 ended up being a year when the Thai 

inflation was negative.  

Figure 7 illustrates the factors that drive ‘inflation at risk’ for the 3 time periods; the 

constant intercept is not shown. The factor that contributes to the biggest change is 

world production. Inflation expectations’ and LEI’s decline between 2006 and 2015 

and world oil demand’s drop between 2015 and 2020 can also help explain the lower 

tail kept moving left in this time period. 

Figure 6: Conditional CPI forecasts at different time periods 
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Figure 7: Conditional CPI forecasts at different time periods 

 

 

6. Robustness 

In this section, we check the model for robustness. We divide the section into 3 

subsections. For the first subsection, for some variables, we substitute another similar 

variable into the CPI quantile regressions and examine whether the coefficients 

deviate from the original regressions. In the second subsection, we perform the CPI 

quantile regressions using different timeframes. The last subsection scrutinizes past 

forecasting accuracy. 

6.1 Robustness – Alternative variables 

For this section, the results are pretty robust to changes in the regression 

specifications. We substitute the variable used in the regression with another similar 

one. For example, in Figure 8, we substitute the different measures of inflation 

expectations into the equation. The original variable used is in the leftmost panel: the 

10-year inflation expectations derived from the government yield curve. We separate 

substitute the variable with the 5-year inflation expectations, also derived from the 

yield curve, and the 1-year inflation expectations from a survey of economists. The 

results are shown in panels 2 and 3, respectively. We can still observe the same 



 

20 
 

general trend across all the measures of inflation expectations. The coefficients are all 

positive and are increasing as we move from lower to higher quantiles.  

Figure 8: Alternative variables – inflation expectations variables 

 

Next, we look at the group of variables representing the financial conditions. In the 

final specification, we include one variable, the 3-year credit spreads between AA 

Thai corporates and government bonds. In Figure 9, we display the regression results 

if we instead substitute in the Chicago FED’s National Financial Conditions Index 

(titled ‘FC US’) in panel 2 and the VIX index in panel 3. For these three financial 

conditions variables, although most of the coefficients are similarly negative, the level 

of statistical significance vary from variable to variable. 

Figure 9: Alternative variables – financial conditions variables 

 

We include two variables in the quantile regression from the domestic variables 

group: Leading Economic Indicator (LEI) and the change in average wage. In this 

exercise, we replace them with one of Coincident Economic Indicator (CEI), Business 

Sentiment Index (BSI), and the 3-month-in-the-future expectation of BSI. By design, 

LEI is supposed to predict where the economy is headed through variables that take 

into account future expectations such as the value of the stock market and the number 

of new company registrations. On the other hand, CEI is supposed to measure the 

current state of the economy through variables such as the most recent sales of new 

automobiles. Since we are predicting ahead, a forward-looking indicator is more 
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useful. The state of the current economy has little prediction power over future 

inflation. BSI and the expectations of future BSI also has a downward slope similar to 

LEI. Being surveyed together, it is likely that the future is somewhat taken into 

account in current BSI. From these variables, the results seem robust to forward-

looking domestic variables. 

Figure 10: Alternative variables – domestic variables 

 

6.2 Robustness – Alternative timeframes  

In this subsection, we perform quantile regressions on alternative timeframes. We 

find that data in the earlier periods are driving the trends we observe in the 

results section, as there seem to be a structural break during the period of lower 

inflation since 2015. In the two top panels in Figure 10, we show the coefficients 

from our main starting date, 2003, and an alternative date in 2007. Most of the results 

are in alignment. However, when we divide the full sample into two time periods, 

shown in the bottom two panels in Figure 11, we can see that the results are radically 

different. Most of the coefficients change drastically or become statistically 

insignificant; the only constant seems to be credit spreads, which act as negative 

factors in both samples. 
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Figure 11: Alternative timeframes  

 

 

If one looks at past inflation trend during this sample period, it should not be 

surprising to notice a different trend after 2014/2015 where inflation averages became 

lower. This noticeable structural break makes our results appropriate for explaining 

the factors that drive 12-month-ahead-inflation in the past, but not so great for 

forecasting future inflation; a topic that we focus on next. 
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6.3 Robustness – Forecasting accuracy 

We find that the forecasting accuracy is reasonable in-sample, but is quite 

unreliable out-of-sample. Here, we follow Diebold, Guther, & Tay (1997) by using 

the probability integral transform (PIT) as a tool to evaluate the consistency between 

predictive forecasts (from our regression model) and actual observations. 

Theoretically, the resulting histogram should be flat and all bars should be the same 

height. We note where each actual observation falls within each part (for example in 

the 0th to the 10th decile) of the predicted distribution, and combine all observations to 

see whether there are similar numbers of actual observations falling in the 0th to 10th 

decile as there are number of observations falling in the 10th to 20th decile. In the left 

panel of Figure 12, we show the in-sample results. Other than the two deciles between 

the 10th and 30th percentiles, the distribution is quite uniform. We also perform out-of-

sample tests using coefficients up to the current point in time to predict future 

distributions from 2016 onwards. Since we have a times series data, we can only test 

the more recent data after the presumed structural break. The result is in the right 

panel of Figure 12, and it is not close to being uniform; with way too many 

observations in two extreme deciles, and too few in the middle deciles.  

Figure 12: Forecasting accuracy (using PIT) in-sample vs out-of-sample
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7. Conclusions 

We are the first to look at determinants of future inflation specifically for Thailand 

using monthly data on a wide range of variables. There are a few key findings. First, 

inflation expectations play an important role in anchoring future inflation, but that 

role becomes less important in the lower quantiles. Second, tight financial conditions 

are a drag to future inflation in all quantiles. Third, component specific factors, have 

the expected effects on future inflation. High world food prices today can make future 

inflation higher and today’s oil supply can adversely affect ‘inflation-at-risk.’ Lastly, 

there is some evidence to show that in the middle quantiles, the relationship between 

output (using LEI as a proxy) and inflation is weak, however, this Phillips curve 

relationship becomes stronger in the lower quantiles. 

The results can provide some guidance to policy makers. The central bank has the 

tools to change the future distribution of inflation. With solid reputation and sound 

communication strategy, the central can sway inflation expectations. Keeping 

financial conditions loose can push up inflation. Finally, the central bank, along with 

the ministry of finance, can help boost future expected output and help decrease the 

risks on the left tail of the distribution. However, we have to emphasize the caveat 

that while the generalizations above are accurate for the full sample tested, the 

findings may not reflect data towards the end of the sample period, and forecasting 

into the future should be done with extreme care. The inflation environment in 

Thailand has changed since 2015; the bigger threat is now deflation as opposed to 

high inflation, and it can change again with the ongoing COVID pandemic.  

 

 

 

 

 

 

 



 

25 
 

References 

Adrian, T., Boyarchenko, N., & Giannone, D. (2019). Vulnerable Growth. American 

Economic Review, 109(4), 1263-89. 

Apaitan, T. (2015). Extracting Market Inflation Expectations: A semi-structural 

Macro-finance Term Structure Model. PIER Discussion Paper, 4. 

Auer, R., Borio, C., & Filardo, A. (2017, January). The Globalisation of Inflation: the 

Growing Importance of Global Value Chains. Federal Reserve Bank of Dallas 

Globalization and Monetary Policy Institute Working Paper No. 300. 

Banerjee, R., Contreras, J., Mehrotra, A., & Zampolli, F. (2020, September). Inflation 

at risk in advanced and emerging market economies. BIS Working Papers No 

883. Retrieved from https://www.bis.org/publ/work883.pdf 

Bernanke, B. S. (2007). Inflation Expectations and Inflation Forecasting. the 

Monetary Economics Workshop of the National Bureau of Economic Research 

Summer Institute. Cambridge, Massachusetts. 

Blanchard, O., Cerutti, E., & Summers, L. (2015, November). INFLATION AND 

ACTIVITY – TWO EXPLORATIONS AND THEIR MONETARY POLICY 

IMPLICATIONS. NBER WORKING PAPER SERIES. 

Buddhari, A., & Chensavasdijai, V. (2003). Inflation dynamics and its implications 

for monetary policy. BOT Symposium.  

Castle, J. L., Qin, X., & Reed, R. (2009). How to pick the best regression equation: a 

review and comparison of model selection algorithms. Department of 

Economics, University of Canterbury. 

Dany-Knedlik, G., & Garcia, J. A. (2018, June). Monetary Policy and Inflation 

Dynamics in ASEAN Economies. IMF Working Paper. 

Diebold, F. X., Guther, A. T., & Tay, A. S. (1997). Evaluating density forecasts. 

NBER working paper no. t0215. 

Forbes, K. J. (2019, June). Has globalization changed the inflation process? BIS 

Working Papers No 791. 

Ghysel, E., Iania, L., & Striaukas, J. (2018, October). Quantile-based Inflation Risk 

Models. 

Gilber, C. L. (2010). How to Understand High Food Prices . Journal of agricultural 

economics, pp. 398-425. 

Gilchrist, S., Schoenle, R., Sim, J., & Zakrajšek, E. (2017). Inflation Dynamics during 

the Financial Crisis. American Economic Review , pp. 785–823. 

Gozgor, G., & Kablamaci, B. (2014, July). The linkage between oil and agricultural 

commodity prices in the light of the perceived global risk. Agric. Econ. – 

Czech, pp. 332–342. 



 

26 
 

Koenker, R., & d'Orey, V. (1987). Computing regression quantiles. Applied Statistics, 

36, 383-393. 

Korobilis, D. (2017). Quantile forecasts of ináation under model uncertainty. 

International Journal of Forecasting, pp. 11-20. 

López-Salido, D., & Loria, F. (2020, Febuary 6). Inflation at Risk. Washington: Board 

of Governors of the Federal Reserve. Retrieved from 

https://doi.org/10.17016/FEDS.2020.013 

Manopimok, P., & Direkudomsak, W. (2015). Thai Inflation Dynamics in a 

Globalized Economy. BoT Symposium.  

Mikolajun, I., & Lodge, D. (2016, August). Advanced economy inflation: the role of 

global factors. Working Paper Series. 

Mishkin, F. S. (2007, June). INFLATION DYNAMICS. NBER WORKING PAPER 

SERIES. 

Negro, M. D., Giannoni, M. P., & Schorfheide, F. (2015,, January). Inflation in the 

Great Recession and New Keynesian Models. American Economic Journal: 

Macroeconomics, pp. 168-196. 

Tillmann, P., & Wolters, M. H. (2014, August). The Changing Dynamics of US 

Inflation Persistence: a Quantile Regression approach. Kiel Working Paper. 

Varian, H. R. (2014). Big data: New tricks for econometrics. Journal of Economic 

Perspectives(28), 3-28. 

Whittingham, M. J., Stephens, P. A., Bradbury, R. B., & Freckleton, R. P. (2006). 

Why do we still use stepwise modelling in ecology and behavior? Journal of 

animal ecology, 75(5), 1182-1189. 

 

 

 

 

 

 

 

 

 

 

 

 



 

27 
 

Appendix  

 

Table A-1 Inflation determinants  

Factor Variable Description 
Data 

availability 
Source 

Inflation 

Headline inflation 

The weighted average prices of 

consumer goods and services 

purchased by households 

1995 

Thailand 

Ministry of 

Commerce  

Core inflation 

Raw food inflation 

Energy inflation 

Inflation 

expectation 

1Y-ahead consensus 
Survey-based inflation 

expectations from economists 
2001 

Consensus 

economics 

5Y term structure 

models 

Model-based inflation 

expectations derived from 

nominal government bond 

yield curves 

2001 
The Bank of 

Thailand 

10Y term structure 

models 
2001 

The Bank of 

Thailand 

Domestic 

Factors 

Leading economic 

index 

Leading economic condition 

indicator constructed from  

newly registered companies, 

new construction area 

permitted, export volume 

index, business sentiment 

index, SET index, real broad 

Money, and oil price inverse 

index 

2000 
The Bank of 

Thailand 

Coincident 

economic index 

Economic condition indicator 

constructed from import 

volume index, manufacturing 

production index, real gross 

value added tax, volume sales 

of automobiles and real debit 

to demand deposit 

2000 
The Bank of 

Thailand 

Business sentiment 

index 

Survey-based economic 

expectations  
1999 

The Bank of 

Thailand 

Unemployment rate 
The percentage of unemployed 

workers in the total labor force 
2001 

Thailand 

National 

Statistical 

Office 

Average wage 

The compensation, in cash or 

in kind, received by employees 

in exchange for their labour 

2001 

Thailand 

National 

Statistical 

Office 

Debt-to-GDP ratios 
The percentage of government 

debt to GDP 
2001 

The Bank of 

Thailand 

Foreign 

Factors 
Export volume 

Aggregate world export 

volume 
2000 

CPB 

Netherlands 
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Bureau for 

Economic 

Policy Analysis 

Import price 

Prices of imported goods and 

services landed into the 

country during the period 

2000 

Thailand 

Ministry of 

Commerce 

Exchange Rate 
Value of US dollar in terms of 

Thai Bath 
1994 

The Bank of 

Thailand 

Nominal Effective 

Exchange Rate 

(NEER) 

The weighted average of 

bilateral exchange rates of the 

baht vis-à-vis Thailand’s 25 

major trading partners and 

competitors 

1994 
The Bank of 

Thailand 

Real Effective 

Exchange Rate 

(REER) 

NEER adjusted for relative 

prices between that of 

Thailand and major trading 

partners and competitors 

1994 
The Bank of 

Thailand 

Term of trade 
The ratio between export price 

index and import prices index 
1995 

Thailand 

Ministry of 

Commerce 

Commodity price  
Average of non-energy 

commodity prices 
1960 World bank 

Trade balance 
Net export (export less import) 

of goods 
1995 

The Bank of 

Thailand 

Imports 

Transactions involving 

movements of goods into 

Thailand over a specific period 

1995 

Thailand 

Ministry of 

Finance 

Exports 

transactions involving 

movements of goods out of 

Thailand over a specific period 

1995 

Thailand 

Ministry of 

Finance 

World Trade 

Volume 

Aggregate world trade in 

commodities 
2000 

CPB 

Netherlands 

Bureau For 

Economic 

Policy Analysis 

World 

Manufactured 

Product (PPI) 

Aggregate industrial 

production including value 

added in mining, utilities, and 

manufacturing 

2000 

CPB 

Netherlands 

Bureau For 

Economic 

Policy Analysis 

Financial 

condition 

Credit spread 

The spread of government 

bond yield and corporate bond 

yield (AA-3Y) 

2001 

The Thai Bond 

Market 

Association 

Equity return 
The return of the Stock 

Exchange of Thailand index 
1975 

The Stock 

Exchange of 

Thailand 

CBOE Volatility 

Index (VIX) 

Index representing the market's 

expectations for volatility over 

the coming 30 days 

2000 
Cboe Global 

Markets 
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Merrill Lynch 

Option Volatility 

Estimate index 

(Move) 

The implied yield volatility of 

a basket of one-month over-

the-counter options 

2002 
Intercontinental 

Exchange 

The Chicago Fed’s 

National Financial 

Conditions Index 

(NFCI) 

Weighted average of 105 

indicators of risk, credit, and 

leverage in the financial 

system 

1971 

Federal 

Reserve Bank 

of Chicago 

Minimum loan rate 

(MLR) 

The rate that commercial bank 

charges its most creditworthy 

major borrowers on loans with 

pre-specified repayment 

schedules. 

1983 
The Bank of 

Thailand 

Policy rate 

The rate that the Monetary 

Policy Committee announced 

in conducting monetary policy 

under the inflation-targeting 

framework. 

2000 
The Bank of 

Thailand 

Equity volatility 

Monthly standard deviation 

computed from equity daily 

return. 

1998 Bloomberg 

Energy 

Specific 

Factors 

Energy retail price  
Weighted average of domestic 

retail oil price  
2002 

Thailand 

Ministry of 

Energy 

Energy prices 
Weighted average of energy 

commodity prices 
1960 World bank 

Oil spread 

WTI Electronic Energy Future 

Continuation 4 minus Future 

Continuation 1 

2000 Reuters 

Oil Fund 
Fund used to adjust domestic 

retail oil price  
2002 

Thailand 

Ministry of 

Energy 

Dubai oil price Dubai oil price 1995 

PTT Public 

Company 

Limited 

World oil demand 
World liquid fuels 

consumption 
1990 

U.S. Energy 

Information 

Administration 

World oil Supply 
World crude oil NGPL and 

other liquids production  
1990 

U.S. Energy 

Information 

Administration 

Oil inventory 

World net inventory 

withdrawals, total crude oil 

and other liquids  

2001 

U.S. Energy 

Information 

Administration 

Raw food 

specific 

Factors 

World food price 

Weighted average international 

price of five commodity group 

price  

1994 

The Food and 

Agriculture 

Organization 

Agricultural 

production 

Average quantity of any crop 

and livestock  
2005 

Thailand 

Office of 
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Agricultural 

Economics 

Agricultural price 
Average price of any crop  

and livestock 
2005 

Thailand 

Office of 

Agricultural 

Economics 

Farm income  

Summary of income and 

expenses that occurred during 

a specified accounting period 

2005 

Thailand 

Office of 

Agricultural 

Economics 

Oceanic Nino Index 

(ONI) 

The rolling 3-month average 

sea surface temperatures in the 

east-central tropical Pacific. 

When the Oceanic Niño Index 

is -0.5 or lower, indicating the 

region is cooler than usual. 

2005 

international 

research 

institute for 

climate and 

society 
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Table A-2 Core inflation results 

  10th 30th 50th 70th 90th 

(Intercept) 0.22 -0.07 -0.35 -0.68 * -0.39 

 (0.14) (0.18) (0.21) (0.40) (0.45) 

Inflation expectation 0.18 * 0.45 *** 0.74 *** 1.22 *** 1.38 *** 

 (0.11) (0.13) (0.12) (0.22) (0.20) 

LEI 0.09 ** 0.11 ** 0.03 0.04 0.07 

 (0.04) (0.05) (0.07) (0.07) (0.05) 

Wage 0.07 *** 0.05 *** 0.06 *** 0.03 0.01 

 (0.02) (0.02) (0.02) (0.03) (0.02) 

World production 0.27 *** 0.23 ** 0.11 0.01 -0.04 

 (0.10) (0.09) (0.09) (0.07) (0.05) 

NEER 0.00 -0.02 -0.06 ** -0.08 ** -0.06 ** 

 (0.03) (0.02) (0.03) (0.04) (0.02) 

CreditSpread -0.01 *** -0.01 *** -0.01 *** -0.01 *** -0.02 *** 

 (0.00) (0.00) (0.00) (0.00) (0.00) 

World food price 0.02 0.00 0.00 0.01 0.04 *** 

 (0.01) (0.01) (0.02) (0.02) (0.01) 

N 210 210 210 210 210 

tau 0.10 0.30 0.50 0.70 0.90 

R1 0.27 0.19 0.25 0.31 0.43 

AIC 434.63 423.07 437.20 459.80 458.31 

BIC 461.41 449.85 463.98 486.58 485.09 

Standard errors are in parentheses. *** p < 0.01;  ** p < 0.05;  * p < 0.1.  
 

 

 

 

 

 

 

 

 



 

32 
 

Table A-3 Raw food price inflation results 

  10th 30th 50th 70th 90th 

(Intercept) -4.25 *** -1.80 -0.01 2.51 *** 5.40 *** 

 (0.83) (1.19) (1.17) (0.95) (1.59) 

LEI 0.96 ** 0.68 ** 0.43 * -0.06 0.41 

 (0.47) (0.32) (0.23) (0.32) (0.69) 

VIX 0.21 *** 0.22 *** 0.21 *** 0.20 *** 0.22 *** 

 (0.05) (0.06) (0.05) (0.05) (0.08) 

Retail oil price 0.04 0.14 ** 0.15 ** 0.20 ** 0.14 

 (0.08) (0.07) (0.06) (0.09) (0.11) 

World food price 0.21 * 0.23 *** 0.24 *** 0.29 ** 0.51 *** 

 (0.11) (0.06) (0.06) (0.12) (0.15) 

ONI -0.57 0.00 -0.27 -0.03 -0.51 

 (0.78) (0.33) (0.38) (0.59) (1.07) 

N 171 171 171 171 171 

tau 0.10 0.30 0.50 0.70 0.90 

R1 0.14 0.20 0.22 0.25 0.30 

AIC 993.14 952.20 954.34 981.70 1048.26 

BIC 1,011.99 971.05 973.19 1,000.55 1,067.11 

Standard errors are in parentheses. *** p < 0.01;  ** p < 0.05;  * p < 0.1.  
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Table A-4 Energy price inflation results 

  10th 30th 50th 70th 90th 

(Intercept) -13.59 *** -0.49 5.10 *** 8.47 *** 16.14 *** 

 (3.06) (2.56) (1.36) (1.69) (2.90) 

NEER -0.30 0.21 -0.10 -0.13 -0.15 

 (0.63) (0.48) (0.22) (0.46) (1.13) 

NFCI -7.38 2.06 5.21 * 5.51 ** 3.46 

 (4.94) (3.24) (2.66) (2.79) (2.70) 

OilSpread 1.68 ** 1.29 0.58 * 0.69 1.67 

 (0.82) (0.84) (0.35) (0.65) (1.02) 

World oil supply -5.11 *** -2.50 ** -0.33 0.16 1.11 

 (1.78) (1.19) (0.91) (1.02) (1.37) 

World oil demand 0.10 1.16 * 0.85 * 0.45 2.51 

 (1.13) (0.65) (0.48) (0.79) (2.05) 

N 209 209 209 209 209 

tau 0.10 0.30 0.50 0.70 0.90 

R1 0.14 0.05 0.03 0.04 0.05 

AIC 1743.82 1651.74 1610.12 1645.11 1734.58 

BIC 1763.87 1671.80 1630.17 1665.16 1754.63 

Standard errors are in parentheses. *** p < 0.01;  ** p < 0.05;  * p < 0.1.  
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Table A-5 Headline CPI inflation results 

  10th 30th 50th 70th 90th 

(Intercept) -2.54 ** -2.11 *** -3.30 *** -4.67 *** -4.77 *** 

 (1.09) (0.75) (0.75) (0.58) (0.61) 

Inflation 

expectation 1.10 ** 1.32 *** 2.33 *** 3.50 *** 3.89 *** 

 (0.45) (0.43) (0.46) (0.36) (0.35) 

LEI 0.51 ** 0.47 *** 0.25 ** 0.06 0.01 

 (0.25) (0.14) (0.11) (0.09) (0.15) 

Wage -0.06 -0.01 0.00 -0.02 0.09 

 (0.08) (0.08) (0.04) (0.03) (0.08) 

World production 1.22 *** 0.25 -0.08 -0.22 -0.27 * 

 (0.35) (0.27) (0.17) (0.14) (0.14) 

NEER -0.18 * -0.04 0.03 -0.01 0.00 

 (0.10) (0.08) (0.04) (0.04) (0.08) 

CreditSpread -0.02 0.00 -0.01 -0.01 *** -0.01 *** 

 (0.01) (0.01) (0.00) (0.00) (0.00) 

OilSpread 0.13 0.04 0.10 0.11 ** 0.04 

 (0.12) (0.11) (0.08) (0.05) (0.07) 

World oil demand 0.20 0.09 0.07 0.08 0.05 

 (0.14) (0.09) (0.07) (0.07) (0.10) 

World oil supply -0.47 ** 0.06 0.20 * 0.23 ** 0.20 

 (0.23) (0.18) (0.11) (0.11) (0.17) 

World food price 0.00 0.06 * 0.07 *** 0.05 ** 0.05 

 (0.05) (0.03) (0.03) (0.02) (0.03) 

N 210 210 210 210 210 

tau 0.10 0.30 0.50 0.70 0.90 

R1 0.26 0.23 0.29 0.34 0.47 

AIC 902.82 842.28 795.49 781.06 815.30 

BIC 939.64 879.10 832.31 817.88 852.12 

Standard errors are in parentheses. *** p < 0.01;  ** p < 0.05;  * p < 0.1.  

 

 

 


